Automatic parameterization for magnetometer zero offset determination
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Abstract. In-situ magnetic field measurements are of critical importance in understanding how the Sun creates and controls the heliosphere. To ensure the measurements are accurate, it is necessary to track the combined slowly varying spacecraft magnetic field and magnetometer zero offset – the systematic error in the sensor measurements. For a 3-axis stabilised spacecraft, in-flight correction of zero offsets primarily relies on the use of Alfvénic rotations in the magnetic field. We present a method to automatically determine a key parameter related to the ambient compressional variance of the signal (which determines the selection criteria for identifying clear Alfvénic rotations). We apply our method to different solar wind conditions, performing a statistical analysis of the data periods required to achieve a 70 % chance of calculating an offset using Helios datasets. We find that 70 % of 40 min data periods in regions of fast solar wind possess sufficient rotational content to calculate an offset. To achieve the same 70 % calculation probability in regions of slow solar wind requires data periods of 2 h duration. We also find that 40 min data periods at perihelion compared to 1 h and 40 min data periods at aphelion are required to achieve the same 70 % calculation probability. We compare our method with previous work that uses a fixed parameter approach and demonstrate an improvement in the calculation probability of up to 10 % at aphelion and 5 % at perihelion.

1 Introduction

The magnetometer instrument is crucial to understanding coronal and solar wind acceleration, the heliospheric evolution over solar cycles, and the evolution of magnetic structures, such as coronal mass ejections (Acuña, 2002). The instrument needs to be calibrated in order to obtain reliable scientific data. Every magnetometer has a sensor offset, a systematic bias in a null field environment. Although this can be calibrated on the ground, after launch this bias will change (Balogh, 2010).

In addition to the sensor offset, there will be a magnetic field generated by the spacecraft (Acuña, 2002). The spacecraft magnetic field consists of transient field jumps due to subsystem activities and a slowly varying residual field. The spacecraft induced transient fields, spacecraft induced residual field and sensor offset need to be removed from the instrument data in order to retrieve the ambient magnetic field for accurate scientific analysis (Acuña et al., 2008).

The dual magnetometer technique (first discussed by Ness et al., 1971) is designed to remove the transient spacecraft field jumps from the sensor data. This is achieved by measuring the magnetic field simultaneously using two spatially separated magnetometers, as used extensively on the Double Star (Carr et al., 2005) and Venus Express (Pope et al., 2011) missions. The ratio between the two sensor field readings will be unity for ambient field changes, and non-unity for spacecraft field changes, assuming that the ambient field is constant over the spatial distance between the two sensors (Pope et al., 2011).

Once the fast transient magnetic field has been removed from the sensor data, we are left with the slowly varying residual spacecraft field (typically over a 1 h timescale) and sensor offset. Since we cannot distinguish between these two contributions, any calculations we make of the remaining offset is a combination of the residual spacecraft field and sensor offset, which we shall henceforth call the zero offset.
This zero offset can be measured through a rotation of the spacecraft, assuming that the solar wind magnetic field magnitude and direction remain constant over the rotation period (Acuña et al., 2008). If a difference is detected in the measured field magnitude between two or more samples of the same field, a vector zero offset is present and can be calculated (Acuña, 2002). This method is effective for the spin-plane components of a permanently spinning spacecraft or for data taken during spacecraft roll manoeuvres (Kepko et al., 1996).

For a three-axis stabilised spacecraft, or the remaining axis of a spinning spacecraft (perpendicular to the spin plane), the most reliable way to regularly determine zero offsets is by using pre-existing Alfvénic rotations in the solar wind – the solar wind variance method (Leinweber et al., 2008). The existence of a zero offset along one field component will cause an artificial compression: a change in the measured field magnitude correlated with a change in that component. Assuming the solar wind dataset is Alfvénic, these artificial compressions can be attributed to a zero offset and removed, because Alfvénic rotations are non-compressional – they do not affect the magnetic field magnitude (Kivelson, 1995). Therefore, ambient field component fluctuations should be uncorrelated with changes in the ambient field magnitude.

Davis and Smith (1968) were the first to take advantage of the Alfvénic properties of the solar wind for zero offset calculation. They used a statistical technique that looks for the correlation between changes in a measured field component and changes in the square of the measured field magnitude. The subsequent Belcher (1973) and Hedgecock (1975) methods are variants of the Davis-Smith method. However, all three methods are based on the same assumption that the solar wind fluctuations have a high Alfvénicity – they are predominantly Alfvénic – and therefore do not greatly affect the field magnitude.

However, the ambient magnetic field is never purely rotational. In reality, the ambient field contains both compressions and rotations, with relative contributions that depend on the heliospheric environment. It is therefore necessary to only select datasets in which the assumption of a high Alfvénicity is sufficiently valid. This is achieved by a procedure developed by Leinweber et al. (2008) and summarised in Sect. 3. Leinweber et al. (2008) compared the three aforementioned solar wind variance methods and concluded that the optimum approach is to use the Davis and Smith (1968) method, with the addition of a number of checks to ensure that the dataset contains sufficient rotational content and minimum compressional content. Such checks are referred to as “selection criteria” by Leinweber et al. (2008).

The Leinweber et al. (2008) procedure requires the specification of multiple parameters, which they do on an empirical basis for particular datasets. Leinweber et al. (2008) have chosen their selection criteria such that only one key parameter needs to vary – the minimum compressional standard deviation (MCS). MCS is defined as the standard deviation of the estimated ambient magnetic field magnitude over 1 h. MCS acts as a threshold, such that standard deviations over a lesser time period that are smaller than MCS can be assumed Alfvénic. In order to track varying offsets systematically and with minimal human intervention, we extend the Leinweber et al. (2008) procedure by automatically determining MCS from the dataset.

The structure of this paper is as follows. First, we discuss the implementation of the solar wind variance method. Secondly, we describe the algorithm used by Leinweber et al. (2008), including the use of selection criteria and the parameter MCS. We then explain how our method automatically evaluates MCS from a given dataset. Using data from Helios 2, we then go on to show what impact the solar wind conditions have on the probability at which offsets can be calculated using this new method. Finally, we compare our new method with previous work that keeps MCS constant.

2 The solar wind variance method

Assuming that the solar wind is purely Alfvénic over a period of data, the existence of rotations in the ambient field can be used to find the zero offsets. The Davis and Smith (1968) method looks for the correlation between changes in a measured field component and changes in the square of the measured field magnitude. This is achieved by adding an unknown offset along each of the field components and then calculating the sample covariance between the measured field component variations and variations in the square of the measured field magnitude. Due to the assumption of pure Alfvénicity, the covariance is set to equal zero, which allows the offsets to be calculated. Therefore, any correlation that is found to exist is attributed to a zero offset in this way. In order to solve offsets for all three axes, significant rotations around two or more axes are required.

However, the solar wind is never perfectly Alfvénic – it contains ambient compressions and rotations – and it is impossible to directly distinguish ambient field compressions from artificial compressions due to offsets. The best approach is to use a subset of the original dataset where the assumption of high Alfvénicity is close to being valid. By performing the Davis and Smith (1968) method on this subset, the resulting offset calculation will be much more reliable than if it were performed on the entire original dataset. This is the approach taken by Leinweber et al. (2008) in the next section, who use a windowing technique with selection criteria to choose the data subset.

3 The Leinweber et al. algorithm

The following method and selection criteria procedure are detailed comprehensively in Leinweber et al. (2008), but are summarised here for the convenience of the reader.
3.1 Methodology

The Leinweber et al. (2008) algorithm uses variable window sizes to identify non-compressive field rotations within a data period (see Fig. 1). The smallest window size (typically 5 min) is stepped forward by the step length (typically 8 s) until the end of the data period. This process is repeated with larger window sizes (increasing in length by 20% each time) until the maximum window size has been reached, which is limited by the size of the data period. Each window passes or fails according to selection criteria, passing only those windows that contain sufficient rotational content and minimum levels of compression (see Sect. 3.2). A check is made to ensure that a sufficient number of windows are passed for use in the final offset calculation. The final offsets are then solved using the Davis and Smith (1968) method, now using the most rotational and least compressible content, namely the data from those windows that passed.

3.2 Selection criteria

For each individual data window, the Leinweber et al. (2008) algorithm performs the following steps:

1. The Davis and Smith (1968) method is performed to estimate the offsets.

2. A first selection criterion is applied, which is designed to find magnetic field rotations. The criterion passes windows in which magnetic field fluctuations spanning at least a single plane are greater than the empirically chosen value MCS (see Sect. 3.3). Windows with fluctuations in only one component (i.e. linear) would indicate a compression and are therefore rejected.

3. The initial estimated offsets from step 1 are removed from the data to retrieve estimated ambient field components, from which the estimated ambient field magnitude is calculated.

4. A second selection criterion is applied, which is designed to test whether the window has overall low levels of compression. The criterion compares the size of the component fluctuations to the field magnitude variation and calculates the ratio between the two. Only ratios that stay above a fixed empirically determined value are passed.

5. A third selection criterion is applied, which only passes windows containing individual component variations that do not strongly correlate with variations in the recalculated magnitude – to within the MCS (see Sect. 3.3). This check is more rigorous than the first two, since it is applied to each individual field component in turn.

3.3 The minimum compressional standard deviation

One of the key parameters of the Leinweber et al. (2008) algorithm is the minimum compressional standard deviation (MCS). The ambient field contains a mixture of rotations and compressions, with some data periods exhibiting greater Alfvénicity than others (Fig. 2). To be certain that real compressions are not mistaken for offsets, it is necessary to ensure that data windows, also contaminated by natural compressions, are removed from the analysis. The MCS represents a maximum level of compressive natural field magnitude variation for which the assumption of purely Alfvénic fluctuations is deemed acceptable. It is employed in the first selection criterion as a minimum bound on the individual field rotations to ensure that they are larger than MCS. It is also used in the third selection criterion to ensure that the recalculated field magnitude remains constant to within MCS.

Previously MCS has been chosen manually for individual data intervals (Leinweber et al., 2008). In the following section, we propose a method of automatically extracting a value for MCS from the dataset itself. This procedure is focused purely on obtaining a value for MCS that can then be applied in the previously described algorithm used by Leinweber et al. (2008).
Parameterizing the minimum compressional standard deviation

The choice of a value for MCS is a compromise between ensuring that a sufficient number of data windows are passed to allow an offset determination to be made and keeping the data in each window that passes the selection criteria as incompressible as possible. Since the second selection criterion (which does not depend on MCS) rejects windows with high compressional content from the final offset calculation, it would seem to be better to ensure more data windows pass through the first selection criterion (Leinweber et al., 2008). If MCS is too large, windows will be less likely to pass the first criterion, since the component variations will be considered too small. However, if MCS is too small, windows will be less likely to pass the third criterion, since even small ambient compressions will be considered unacceptable.

Since we do not know a priori what the correct value of MCS is, we use the standard deviation of the estimated field magnitude, as calculated in the procedure below, to parameterize MCS. We find that this choice of MCS closely tracks the region of maximum passed windows. For a given data interval (the total data length) where magnetic field zero offsets need to be calculated, our procedure works as follows:

1. We choose the size of the data period and take a window of data of that period from the start of the total data length.
2. We apply the Davis and Smith (1968) method to obtain an estimate for the offsets.
3. We subtract the estimated offsets from the field data to obtain an estimate of the field components. From these components we calculate an estimated field magnitude.
4. We apply the Leinweber et al. (2008) second selection criterion to this data period to test whether it has overall low levels of compression.
5. If the window passes – due to its low compressional content – we calculate the standard deviation of the estimated field magnitude and choose this value to be the trial MCS for this data period.
6. We repeat this procedure for successive (non-overlapping) data periods over the total data length. We choose a final MCS value for the total data length to be the median value of such trial MCS values. The distribution of trial MCS values is skewed with a high tail, so the use of the median removes high outliers.

It is possible that during the total data length there are no data periods that contain sufficiently low levels of compression (and therefore fail the selection criterion in our method). However, this scenario was only encountered in 2% of daily data files – during which there was only 2–3 h of data available for analysis – and is therefore not expected to cause an issue with incomplete datasets.

Method implementation results

In order to explore the dependence of MCS with varying solar wind conditions, we chose to apply our new method to the 1976 Helios 2 dataset. We used our new method to deduce the parameter MCS for each day of data between DOY 1 (day of year) to DOY 125. During this interval Helios 2 varied in heliocentric distance from 0.3 to 1 astronomical unit (AU) and encountered both fast and slow speed solar wind.
We compare these MCS values with the daily average of the hourly measured standard deviation of the ambient field magnitude (Fig. 3). Not surprisingly, the deduced values for MCS scale similarly to the variation in the magnetic field magnitude. However, inclusion of compressions in the measured magnitude fluctuations often results in values higher than those our method produces for MCS. This is due to the fact that we only calculate MCS values for data periods with sufficiently low levels of compression.

6 Impact of heliospheric environment on calculation probability

We now apply our new method to obtain values for MCS and use them in the Leinweber et al. (2008) procedure to examine the impact of our method on final offset calculation. In particular, we are interested in the probability of being able to deduce an offset, because it is still possible that a zero offset cannot be calculated for a data period. For example, for data periods where the ambient field is consistently too compressional, the Leinweber et al. (2008) algorithm is unable to calculate the magnetic field offsets. Due to the strong dependence on Alfvénicity, we examine the probability of being able to calculate an offset over a given data period at different solar wind speeds and heliocentric distances. As an example, if we are able to obtain an estimate of the offset in seven out of ten one-hour data periods in the dataset, that dataset has a calculation probability of 70%.

We compare offset calculation probabilities for a range of data periods, solar wind speeds and heliocentric distances using data from the Helios 2 spacecraft. Since fast flowing solar wind is known to be more Alfvénic than slow wind streams (Mariani and Neubauer, 1990), and therefore less compressive, the algorithm should have a greater chance of calculating an offset in fast wind streams. Days of fast and slow solar wind streams from 1976 are given in Table 1. As fast and slow solar wind streams collide, they merge and interact with one another, forming corotating interaction regions (CIRs) (Priest, 1995). Closer to the Sun, these CIRs are less prominent, but as they travel towards 1 AU the CIRs develop and become fully processed into a larger interaction region, resulting in a decreased Alfvénicity (Kallenrode, 1998). Therefore, we anticipate higher calculation probabilities at perihelion than aphelion. Days of aphelion and perihelion from 1976 are also given in Table 1.

We used our new method to calculate the MCS for each day of data during the heliospheric environments shown in Table 1. We then use these MCS values in the Leinweber et al. (2008) algorithm to calculate zero offsets for successive 10-min data periods over the total data length (a day of data). This process was then repeated for larger data periods, increasing by 10-min increments up to a data period of 2 h.

We also compared our new method with a fixed parameter approach that keeps MCS constant. For this fixed parameter comparison, at aphelion we chose MCS to have a value of 0.25 nT, which is consistent with the empirical values for MCS at these heliocentric distances used by Leinweber et al. (2008). At perihelion we deduced an appropriate fixed value of 1.5 nT for MCS, using an average of the calculated values for MCS shown in Fig. 3 between 0.29 and 0.40 AU.

Offset calculation probabilities for data periods between 10 min and 2 h are shown for fast and slow solar wind streams in Fig. 4. The probability of making an offset calculation is significantly higher for fast solar wind streams than slow solar wind streams. On average, a calculation probability of 70% can be achieved by using a 40 min data period in fast solar wind and a 2 h data period in slow solar wind.

Offset calculation probabilities comparing aphelion and perihelion are shown in Fig. 5a. The same calculation probability can be achieved using a smaller data period during perihelion than aphelion. On average a calculation probability of 70% can be achieved by using a 40 min data period at perihelion and a 1 h and 40 min data period at aphelion. We
also find that our new method (using a variable MCS derived from the data itself) demonstrates an improvement in the calculation probability of 10% at aphelion (beyond a time period of 40 min) and 4% at perihelion (beyond a time period of 1 h), when compared to the use of a fixed value for MCS.

The Helios 2 dataset for which we have calculated offsets has already been calibrated. Therefore we anticipate that the zero offsets we calculate should be close to zero. We find that there is no discernable difference in the calculated zero offsets using our automated method for determining MCS for offset correction compared to previous methods that used a fixed value for MCS. The values we find for the offsets are close to zero for both methods (Fig. 5b and c).

7 Conclusions

In order to improve the determination of magnetometer zero offsets, we have developed a new method that systematically deduces a key parameter related to the ambient compressional variance from the dataset without manual intervention. This parameter – namely the minimum compressional standard deviation (MCS) – is used in the Leinweber et al. (2008) method in the selection criteria. These are checks that select only data deemed sufficiently Alfvénic and are critical to improving the accuracy of the offset calculated. We have compared our new method with previous work that uses a fixed parameter approach. Our new method demonstrates an improvement in the calculation probability of up to 10% at aphelion and 5% at perihelion. Equivalently, it reduces the typical data period required to achieve this calculation, e.g., a 70% calculation probability by 16% (20 min) at 1 AU.

Since the method favours incompressible magnetic field variations, and therefore strongly depends upon the Alfvénicity of the solar wind, we have applied our method to different solar wind conditions observed by the Helios spacecraft. We have confirmed that we are more likely to be capable of calculating an offset during regions of fast solar wind compared to slow solar wind, due to the increased Alfvénicity and therefore reduced compressibility present in those faster streams. We also found that we are more likely to calculate offsets at perihelion than aphelion, due to fuller processing of CIRs towards aphelion, which results in a decreasing of Alfvénicity with heliospheric distance.

8 Further work

The parameterization of the selection criteria that use MCS has not yet been fully optimised. It is possible that calculation probabilities could be further improved by some scaling of our derived MCS in the selection criteria, so long as these changes do not impact the offset accuracy. Other parameters that do not depend on MCS, such as the low compression ratio employed in the second selection criterion (Leinweber et al., 2008), could also be investigated to study the impact of offset calculation probabilities for varying values of this ratio. In order to quantify the impact of variations in MCS and other parameters on offset accuracy, the method described here could be applied to synthetic solar wind magnetic field data. Using a synthetic dataset is the only way to be certain of the correct offset value, and could therefore be used to assess the accuracy of offset determinations. It would also be beneficial to apply this method to a spacecraft outside the inner
heliopause – such as the Cassini magnetometer – due to the method’s sensitivity to heliocentric distance.
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